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So...What is an ANOVA? = UNIVERSITY

SINGAPORE

A statistical analysis used to find out if there are
significant differences between 3 (or more) groups
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Common Types of ANOVAs = Uhviesimy

One-way ANOVA

Used when you have 1
independent variable

Two-way ANOVA

Used when you have 2
independent variables

Note that it doesn'’t
have to stop at 2!

You can have a study
with both between and
within factors, making it a
mixed design!

Between Subjects
ANOVA

Used when evaluating differences in
independent groups

Within Subjects
ANOVA

Used when evaluating differences in
related groups



Types of ANOVAS = B
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You can also mix and match the different types of ANOVA,
such as a one-way between subjects design, or even a four-
way mixed subjects design. Endless possibilities!



Between Subjects ANOVA: Example = t\iviksiry
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“I believe that drinking coffee affects anxiety levels. Is this true?”
| tested my hypothesis by conducting an experiment and assigning my statistics
class of 30 people into 3 groups: those who drank 1 cup of coffee, those who
drank 3 cups of coffee, and those who drank 5 cups of coffee.

| also asked them to rate their anxiety level (from 1-10) after drinking their
respective beverages. | wonder what my results would be...”

—ENTHUSIASTIC RESEARCHER



Location of SPSS Data Files = tyersmy

SINGAPORE

Example SPSS data for practice are available on LearnJCU:

Log in to LearndJCU -> Organisations -> Learning Centre JCU Singapore ->
Statistics Support -> Statistics Resources -> SPSS Data for Practice
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Prior to conducting the ANOVA, there is a need to
conduct assumptions testing...

01 02 03 04

Outliers Normality Independence  Homogeneity of
of Observations \ariance



1. Outliers
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To check if there are extreme
scores in our dataset, we can
examine boxplots to
determine outliers

Analyze -> Descriptive
Statistics -> Explore

tistics Diata Editar
Analyze  Graphs  Utilities

Extensions

Window  Help

Reports

Descriptive Statistics
Bayesian Statistics
Tables

Compare Means
izeneral Linear Model
Generalized Linear Models
Mixed Models
Correlate
Regression
Loglinear

Meural Metworks
Classify

Dimension Reduction

2

. . . . S . . . . . S A

EE 4

[=5] Frequencies...
EI Descriptives...
A Explore...

@ Crosstabs...
EX TURF Analysis
Ratio...

[Z] P-P Plots...
=l a-aPlots...
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Move the DV ‘Anxiety’ to
the Dependent List

OK!

Dependent List: Statistics
&7 SerialNumber & Anxiety —
&> Condition
_opins._|
Factor List:
Bootstrap...

Label Cases by:

)
)

Display
@ Both © Statistics © Plots

(Lox ) (east ) seaet] (cancr) i
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A ‘clear’ boxplot (on the right)
indicates no outliers

Example of outliers would be
displayed as such:

Qutliers!
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01 02 03 04

Outliers Normality Independence of Homogeneity of
Observations Variance



2. Normality
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To check normality, we use the
Shapiro Wilk statistic

Analyze -> Descriptive
Statistics -> Explore

itistics Data Editor
Analyze  Graphs  Utilities

Extensions

Window  Help

Reports

Descriptive Statistics
Bayesian Statistics
Tables

Compare Means
General Linear Model
Generalized Linear Models
Mixed Models
Correlate
Regression
Loglinear

Meural Metworks
Classify

Dimension Reduction

b
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5] Frequencies...
Egescriptiues...
A Explore...
@Qmsstabs...
EZ TURF Analysis
2] Ratio...

[ B-P Plots...
Bl oo Plots...




2. Normality
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Move ‘Anxiety’ to the
Dependent List, and ‘Condition
to the Factor List

Click on Statistics

& SeriaiNumber

£3

Dependent List:

= Statistics ...
i _Statstics...
Factor List:

m— Bootstrap...
&b Condition

Label Cases by:

Display

@ Both @ Statistics © Plots

[ QK ][ Paste ][ Reset ][Cancel][ Help ]
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Click on plots and select Normality
plots with tests

Continue and OK

*The steps in checking for normality is
similar to checking for outliers, so you
can do both at the same time!

'?ﬁ Explore: Plots
Boxplots Descriptive
Iilf-'}iEEn::mrIeuelsmgethleré [+ Stem-and-leaf
(©) Dependents together [] Histogram
© None

[+ Mormality plots with tests
Spreadvs Level with Levene Test
@ MNong
(©) Power estimation

@ Transformed

@ Untransformed

[an’rjnue][ Cancel ][ Help ]
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Tests of Normality

Kaolmogorov-Smirnov? Shapiro-Wilk
Condition Statistic df Sig. Statistic df Sig.
Anxiety 1 Cup Coffes 180 10 2007 R[5 10 854 -
3 Cups Coffes 223 10 A72 823 10 384
§ Cups Coffes 182 10 200" 830 10 445

* This is a lower bound ofthe true significance.

a. Lilliefors Significance Correction

To satisfy the assumption of normality, we are looking for the Shapiro-Wilk test
to be non-significant at a = .05

As seen above, all Shapiro-Wilk tests are non-significant, therefore normality
can be assumed
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01

Oultliers

02

Normality

03

Independence
of Observations

04

Homogeneity of
Variance
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3. Independence of Observations == UNIVERsiTY
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This assumption can be assured in a study-design stage
before data collection.

Independence of observations means that NO participant
Is randomly assigned into more than one condition.
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01 02 03 04

Outliers Normality Independer_me of  |Homogeneity of
Observations Variance



4. Homogeneity of Variance
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We can check this
assumption by using
Levene’s Test

Analyze -> Compare Means
-> One-Way ANOVA

Statistics Data Editor

Analyze  Graphs  Utilities

Extensions

Window  Help

Reports

Descriptive Statistics
Bayesian Statistics
Tables

Compare Means
General Linear Model
Generalized Linear Models
Mixed Models
Correlate
Regression
Loglinear

MNeural Metworks
Classify

Dimension Reduction
Scale

Monparametric Tests

2
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VAr WAr

ar
Means...
One-Sample T Test..
Independeni-Samples T Test..
Paired-Samples T Test...
One-Way ANOVA_..
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@,‘E One-Way ANOVA

¢ i ! Dependent List:
SeleCt AnXIetY aS the , g@ SerialMumber ﬁﬁnxiety
Dependent List, ‘Condition
+ Options...
as the Factor -ﬂ

Click on Options

Factor:
# | [ &> condition |

[ OK ][ Paste ][ Reset ][Cancel][ Help ]
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4. Homogeneity of Variance = tnversry
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'@r’ﬁ One-Way ANCOVA: Options

Statistics

[7] Descriptive

SeleCt Homogeneity of = .Eixed and random effects |
Variance teSt [ ‘Homogeneity of variance test

[] Brown-Forsythe
[] Welch

Continue, and OK

[] Means plot

Mizzing Values
(@ Exclude cases analysis by analysis

@) Exclude cases listwise

[guntinue][ Cancel ][ Help ]
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Test of Homogeneity of Variances

Levene

Statistic dlf df2 Sig.
Anxiety Based on Mean 3BT 2 27 BA6
Based on Median 362 2 27 699
Eased on Median and 362 2 20.561 700
with adjusted df
Based on trimmed mean 366 2 27 Ba7 )

To satisfy the assumption of homogeneity of variance, we are looking for
Levene’s test to be non-significant at a = .05

As seen above, the Levene tests are non-significant (i.e. p > .05), therefore
homogeneity of variance can be assumed
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Violations of Assumptions? == Universy
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Here are some potential steps to take if assumptions are violated:

Outliers — remove
Normality — transform data
Homogeneity of variance — increase sample size

*The above is a non exhaustive list, other steps can be taken, but you may need to
provide justification on why such steps are taken



== JAMES COOK

Onto SPSS! S

Dependent List:

Contrasts...

Qg?'} SerialMumber @& Anxiety
PostHoc...

Options...
-

Bootstrap...

Factor:
* | [& Condition |

(Lox ) (pasie ) meeet ) canca s |

« Click on Analyze -> Compare Means -> One-Way ANOVA

«  Move Condition from the left column to the right column, under Factor (IV), and
Anxiety to Dependent List (DV)

«  Click OK!
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=+ Oneway

Anxiety

Sum of
Squares

ANOVA

af

Mean Square

F

Sig.

Betwean Groups
Within Groups
Total

98.467
72.900
171.367

2
27
29

49.233
2700

18.235

.000

df is written as 2, 27

The F value

Since this value is .000, we reject the null
hypothesis, and conclude that yes, the
number of cups of coffee that a person
drinks will affect he anxiety level.
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Remember that we tested 3 different groups:
either 1, 3, or 5 cups of coffee.

We know from our results that there is an overall difference in anxiety
levels between the 3 conditions, but where exactly does the
difference lie?

To find out, we can run a post-hoc test
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We can conduct the post-hoc test at the same time we run the ANOVA, just
click on the post-hoc option

In this example, we use the Tukey post-hoc test

"?ﬁ On E-".-".l'a-_-rr ANOVA % ':Pﬁ One-Way ANOVA: Post Hoc Multiple Comparisons
Equal Variances Assumed
Dependent List: Confrasts... [Lso [ sNK [7] waller-Duncan
&7 SerialNumber & Bnxiety [7] Bonferrani [ Tukey

PostHoc... [] Sidak ] Tukeys-b ] Dunnett

[7] scheffe [7] Duncan

[ RE-G-WF [Tl Hochberg's GT2
[CJREGWa [ Gabriel

Equal Variances Mot Assumed
Eactar: [[] Tamhane's T2 [| Dunnetts T2 [ Games-Howell [_| Dunnetts C

» | o -
| & conation | Sigifcancefve.

[ oK ][ Paste ][ Reset ][Cancel][ Help ] [continue | [ cancel || Hep |
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Post Hoc Tests

Multiple Comparisons
DependentVariahle: Anxiety

Tukey HSD
Diffgé?'llle “ 95% Confidence Interval

(I Condition () Condition J) Std. Error Sig. Lower Bound  Upper Bound
—1 Cup Coffee 3 Cups Coffee -3.100 735 .0m -4.482 -1.28
5 Cups Coffee -4.300° T35 .00o -6.12 -2.48
3 Cups Coffee 1 Cup Coffee 3100 735 om 1.28 452
5 Cups Coffee -1.200 735 249 -3.02 .62
5 Cups Coffee 1 Cup Coffee 4300 735 .0oo 248 6.12
3 Cups Coffee 1.200 735 249 -62 3.02

* The mean difference is significant at the 0.05 level.

The multiple comparisons table shows us the
breakdown between each level of our |V

Looking at Sig. values, we can tell if there is
a significant difference in anxiety between:

1 vs. 3 cups of coffee

1 vs. 5 cups of coffee

3 vs. 5 cups of coffee

Note: No difference in anxiety between 3 vs.
5 cups of coffee!
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An example write-up can be found on:

JCUS Learning Centre website -> Statistics and Mathematics Support



Within Subjects ANOVA: Example = tNivirsiry
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A doctor was interested in finding out if a new headache relief drug
can reduce a patient’s pain, and if this effect can sustain.

To test this, he recruited 30 patients with chronic headaches, and

recorded their ratings of how painful their headaches were (rated 1-
10). The researcher recorded this information 3 times: before

participants took the drug, 30 minutes after participants took the
drug, and 12 hours after participants took the drug.. @

Is the drug effective?
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01

J
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Normality Sphericity



1. Outliers — NIV ERaITY
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atistics Data Editor
Analyze  Graphs  Utilities Extensions  Window  Help

To check if there are extreme Reports v Em e @
f . Descriptive Statistics 4 requencies.
high/low scores in our dataset, Eorecon St | e
1 Tables 2
we can exarpme bo_xplots to S : %i:i;s__
determine outliers cormmiremiots | B e
Mixed I'-pm_dels p Batm"'
" . b E-F Plots...
Analyze -> Descriptive R ' | g piot.
StatiStiCS '> Explore Loglinear 3
Meural Metworks 4
Classify 2
Dimension Reduction 4
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Q Explore x
Move the 3 different times (Before, T e B
A ® @[S A e
ThirtyMin, and TwelveHours) as 2 eir—  f
the Dependent List FRcorLt

-y

Then OK' - |Labe|§asesby:
Display
[@ Both © Statistics © Plots
|_ok [ Paste || Reset || cancel ][ Hep |
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The boxplots indicate that there
are no outlier in the dataset

*If there were outliers, they would be
annotated with a small

circle/asterisk, and
labelled with the
case number

Outliers!

TwelveHours

Observed Value

Before ThirtyMin TwelveHours
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01

Qutliers

-

02

~

Normality

\_

J

03

Sphericity



2. Normality
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To check normality, we use the
Shapiro Wilk statistic

Analyze -> Descriptive
Statistics -> Explore

stistics Data Editor
Analyze  Graphs  Utilities

Extensions

Window  Help

Reports

Descriptive Statistics
Bayesian Statistics
Tables

Compare Means
General Linear Model
Generalized Linear Models
Mixed Models
Correlate
Regression
Loglinear

Meural Metworks
Classify

Dimension Reduction

}

T T T W ¥ v v v v v v ¥

B T A

[55] Frequencies...
E Descriptives...
A Explore...

BE Crosstabs..
EZ TURF analysis
[ Ratio...

2 P-P Plots...
= a2 Plots...




S TAMES COOK

2. Normal |ty = UNIVERSITY
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@ Explore w
_ Dependent List: _
| | &> SerialNumber m ??ﬁ:&:;m g —
Move the 3 different times 'Fi i (opuns |
(Before, ThirtyMin, and = | Boosrap...
TwelveHours) as the |
H Label Cases by:
Dependent List >/ |

@ Both © Statistics © Plots

|_ok ][ Paste | Reset |[cancel || Help |

[Display
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2. Normal |ty = UNIVERSITY
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#3 Explore: Plots x
Click on plots and select — —
Normality pIOts W|th teStS (© Factor levels together [« Stem-and-leaf
@ Dependents together!| | [7] Histogram
. © Mone
Continue and OK
[& Maormality plots with tests
* . . . Spreadvs Level with Levene Test
The steps in checking for normality @
is similar to checking for outliers, so :
you can do both at the same time! :
[Qonﬂnue][ Cancel ][ Help ]
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Tests of Normality

Kolmogorow-Smirnoy® Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Befora 185 30 005 839 30 086 |
ThirtyMin 163 30 041 831 30 053

TwelveHours 1448 30 094 H47 30 M

a. Lilliefors Significance Correction

To satisfy the assumption of normality, we are looking for the Shapiro-Wilk test
to be non-significant at a = .05

As seen above, all three Shapiro-Wilk tests are non-significant, therefore
normality can be assumed
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01 02 03

Outliers Normality Sphericity
\_ Y,




3. Sphericity
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To check for sphericity, go to
Analyze -> General Linear
Model -> Repeated Measures

itistics Diata Editor
Analyze  Graphs  Ltilities

Extensions

Window  Help

Reports

Descriptive Statistics
Bayesian Statistics
Tables

Compare Means

General Linear Model
Generalized Linear Models
Mixed Models

Correlate

Eegression

4

A . A S . . . .

e (4]
e 5 (40 {)[

var var var

@ Univariate...
@ Multivariate...
Repeated Measures...

Wariance Components...




3. Sphericity
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Since we are measuring
pain across 3 different
timings, we can name the
within-subject factor as
‘Time’, with ‘3’ levels

Click Add, and Define

"\,]-1 Repeated Measures Define Factor(s) x

Within-Subject Factor Mame:

|time
Mumber of Levels:

Add

Measure Name:

() (Bsset) (Ganca) e




S TAMES COOK
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=
; L@ Repeated Measures
\.a Repeated Measures '-a P

- . . Within-Subjects Variables
Within-Subjects Variables

i ti :
& SerialNumber (time): &5 SerialNumber (E'l':;:e(ﬂ
& Before EX + 3 fore(
& ThiryMin L 7.2 ;:::&mﬁlrsm |
& TwelveHours _7 (3 PostHoc...

PostHoc...

Save.

FERRERE

Dptions... Options...

Between-Subjects Factor(s): Between-Subjects Factor(s):

X Covariates:
Covariates: =

»
E] Paste [Beset”Cancel” Help ] [ OK ”Ea.ste”ﬁeset”()ancel” Help ]

Move all 3 times (Before, ThirtyMin, TwelveHours) to Within-Subjects Variables
Click OK
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Mauchly's Test of S;:-heric:it;ra

Measure: MEASURE_1

Epsnunb
Approx. Chi- Greenhouse-
Within Subjects Effect  Mauchly's W Square df Sig. Geisser Huynh-Feldt  Lower-bound
time 802 2.8 2 237 911 969 500

Tests the null hypothesis thatthe error covariance matrix of the orthonormalized transformed dependentvariables is proportional
to an identity matrix.

a. Design: Intercept
Within Subjects Design: time

h. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the
Tests of Within-Subjects Effects table.

If the Mauchly’s Test of Sphericity is non-significant, the
assumption for sphericity is not violated

If assumption is violated, we will use an Epsilon adjusted test
(Greenhouse-Geisser or Huynh-Feldt) instead
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histics Data Editor

Analyze -> General L|near Analyze  Graphs  Utilities  Extensions  Window  Help
Model -> Repeated Measures Reports * | B

= 1 Q [

Descriptive Statistics

Bayesian Statistics

*Conducing the ANOVA is -
. . Compare Means
Slmllar to teStIng the General Linear Maodel
assumption for sphericity, so Generalized Linear Models
we can do that concurrently Hixed Hodels

Correlate

var var var

@ Univariate...
@ Multivariate ...
E Repeated Measures...

Variance Components...

* T T v w v w v v

Begression
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"'QJ Repeated Measures Define Factor(s) >
W

ithin-Subject Factor Name:

Since we are measuring pain across 3 |

. . . . . time
different timings, we can name the within- Number of Levels:

subject factor as ‘Time’, with ‘3’ levels.

Add

Click Add, and Define

Measure Mame:

*This step can be skipped if already completed for
assumption of sphericity.

() (Bsset) (Ganca) e
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+
t# Repeated Measures *
@ Rep 13 Repeated Measures X
Within-Subjects Variables
e é Within-Subjects Variables
&> SerialNumber (time): W T Model.
& Before Pl KO sriainumber Eemr'em Contrasts...
o -
&) Thiin @ 2 ¥ e,
& TwelveHours _?_(3) _ m
m welveHours(3) |
= ostHoc...
CQ"‘“’"S-" Options...

Between-Subjects Factor(s). Between-Subjects Factor(s):

Covariates: Covariates:

-
(Lo ][ paste [ ok ][ Paste ][ Resst | [cance ][ Help |

Move all 3 times (Before, ThirtyMin, and TwelveHours) to Within-Subjects Variables

*This step can be skipped if already completed for assumption of sphericity
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Click on EM Means (thlS is for B, Repeated Measures: Estimated Marginal Means
pairwise comparison) Estimated Marginal Means
Factor(s) and Factor Interactions: Display Means for:
Select ‘Time’ and move it to the (OVERAL) Time
right side column A

Compare main effects

Select compare main effects

Confidence interval adjustment:
1 SD0(none) v

Choose the confidence interval
adjustment as LSD | Cancel || Help |

Continue
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Additionally, you can go to options
and select variables that are useful to
report in the result write-up

Once done, click continue, and OK

"ﬁ.,]:l Repeated Measures: Options

Display

|iDescriptive statistics

| Estimates of effect size
| Observed power

| Parameter estimates

| SSCP matrices

| Residual SSCP matrix

Significance level: Confidence intervals are 95.0 %

[T] Transformation matrix
[T] Homogeneity tests
[] spreadvs. level plot
[] Residual plot

["] Lack offit

[] General estimable function

[Qunﬂnue][ Cancel ][ Help ]
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Tests of Within-Subjects Effects

Measure: MEASURE_1

Type Il Sum

Source of Squares df Mean Square F Sig.
time Sphericity Azssumed 174,867 2 87.433 17.661 .aoo I

Greenhouse-Geisser 174,867 1.822 95882 17.661 .00o

Huynh-Feldt 174 867 1.937 §90.256 17.661 000

Lower-bound 174 867 1.000 174 867 17.661 .o0a
Error(time)  Sphericity Assumed 287.133 58 4.951

Greenhouse-Geisser 287133 52.834 5.435

Huynh-Feldt 287.133 56.186 5110

Lower-bound 287133 29.000 9.901

Since the assumption for sphericity was not violated, the ‘Sphericity Assumed’ row is used.

For overall ANOVA, F (2, 58) = 17.66, p <.001. There was a significant difference between patients’

pain at different times after taking the new drug

*|f assumption for sphericity was violated, look at either the Greenhouse-Geisser or Huynh-Feldt row.
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Now we know that, patients’ pain

decreased after taklng the drug Pairwise Comparisons
(CheCk Descriptives to Conﬁrm) pesue MERSERE 95% Confidence Interval for
Diﬁr;éc:le " Difference®
. . (htime  (J)time J) St Error sig? Lower Bound Upper Bound
TO fO”OW Up, we Can dO d pa|rW|Se 1H 2“ 3.067 491 _Jnnn 1.819 4315
comparison (where exactly did the ? sar | | | s | e
difference lie?) . ae [ || e | s
. 2 648 1.000 -1.413 1.880
In the pairwise comparison table, e maan atrsne s steant v el
there are comparisons for Time 1 vs
2 2vs 3. and 1vs 3 *You can manually consider conduct pairwise comparisons

with Bonferroni adjustment as well.
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~ )
A significantly higher pain was reported before

Pairwise Comparisons

taking the drug than at 30 minutes after taking Measure: MEASURE !
the drug (time 1 vs 2; p <.001) e R R
) Mtime  (J) time | eli)nce(- Std. Error Sig_b Lower Bound Upper Bound
~\ {1 3.067 491 .000 | 1819 4315

" Asignificantly higher pain was reported before j e e oo 376 4201
taking the drug than at 12 hours after taking the 2 1 3067 491 000 435 1819
=l
1

-.233 .G48 1.000 -1.880 1.413
-2.833 A74 .0oo -4.291 -1.376

drug (time 1 vs 3; p <.001)

3

2 233 648 1.000 -1.413 1.880

o . . . . ) . .
No significant difference in pain of patients was Based on sstimated marginal msans

* The mean difference is significant at the .05 level.

reported between aftel' 30 mInUteS and 12 b, Adjustment for multiple comparisons: Bonferroni.
. hours of taking the drug (time 2 vs 3; p = 1.0) )
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An example write-up can be found on:

JCUS Learning Centre website -> Statistics and Mathematics Support
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The examples listed here are for one-way ANOVAS; conducting two-way
ANOVAS (or more) are slightly different.

For example, two-way ANOVAS will use: Analyze -> General Linear Model
-> Univariate

However, assumptions testing will remain the same throughout.
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Questions?

e
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