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Multiple Regression (MR) is a statistical analysis used to
examine the relationship between multiple independent
variables (IVs), and a dependent variable (DV)

The IVs are also known as predictor variables, while the DV is
also called the criterion variable

In other words, a multiple regression answers the question:
which IVs predict the DV?

However, MR cannot always imply causation
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A researcher is interested in
finding out if scores from 3
different assignments can
predict final exam scores

Example

*In SMR, all IVs are placed into the
model at the same time!

. The researcher then invited 30
**The sample size of 30 was used

only for illustration purposes; an participants who had enrolled
Sy e e & farger into a module last semester to

complete a survey asking for:

Data credit 1) Scores from each assignment

https://college.cengage.com/mathematics/brase/understand .
able_statistics/7e/students/datasets/mir/frames/frame.htmi 2) Score from the flnal €xam
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Example SPSS data for practice are available on LearnJCU:

Log in to LearnJCU -> Organisations -> Learning Centre JCU Singapore ->
Statistics Support -> Statistics Resources -> SPSS Data for Practice
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01

02

03

04

05

Univariate Outliers
Cases with extreme values on single variables

Multivariate Outliers
Cases with extreme values on multiple variables

Normality
Ensuring that the data is normally distributed

Normality, Linearity, Homoscedasticity of Residuals

Ensuring that the differences between observed and predicted values of
the DV are normally distributed

Multicollinearity
Ensuring that none of the predictor variables are too correlated
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One way to test this
assumption 1s to use Cook’s

M SPSS Statistics Data Editor

distances

. Go to Analyze ->
Regression -> Linear

Analyze  Graphs  Utilities  Extensions  Window  Help
Reports » % ﬂ (A (2
o
Descriptive Statistics 4 @ lHJ o
Bayesian Statistics 4
Tables 4
var var var

Compare Means b
General Linear Model b 6
Generalized Linear Models » 3
Wixed Models 4 .
Carrelate 2 .
Regression ’ [=] Automatic Linear Modeling...
Loglinear 2 E e

2
e NELis Curve Estimation...
Classify } .

@ Partial Least Squares. ..
Dimension Reduction }
PROCESS v3.5 by Andrew F. Hayes

Scale }
Nonparametric Tests b PROCESS v3.4 by Andrew F. Hayes
Forecasting b Binary Logistic...
Sunvival v | [ muttinomial Logistic...
Multiple Response 4 [ ordinal...
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¢ Move ‘FinalExam, &"Serialnumber - |Q§T:?::Irl1;am

; Plots...
@5’ Assignment? Block 1 of 4 =

into Dependent, and & rssgnment g | L=

& Assignment —

the 3 aSSi nments Independent(s): _ — |
g f Assignment1

&7 Assignment2 Bootstrap. | |

into Independent(s) G e
Method:
|

« Click on ‘Save’ E—
R

WLS Weight:
|

[ QK ][ Ea%te ][ Reset ][Cancel][ Help ]

Statistics... | |
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Select Cook’s
Click continue

@,';, Linear Regr

Predicted Values

[ Unstandardized

[] Standardized

] Adjusted

7] S.E. of mean predictions

Distances

[C]iMahalanobis
[ Cook's
7] Leverage values

Prediction Intervals
[] Mean [] Individual
Confidence Interval: %

Coefficient statistics

[ Create coefficient statistics
@

Export model information to XML file

Residuals

] Unstandardized

[] Standardized

[] Studentized

[7] Deleted

[] Studentized deleted
Influence Statistics

7] DfBeta(s)

[ Standardized DfBeta(s)
[T DfFit

[ Standardized DfFit

[] Covariance ratio

| [Elroyse...]

[ Include the covariance matrix

[Qonﬁnue][ Cancel ][ Help ]
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Serialnum| o Assignme| o Assignme| o Assignme & FinalExam & coo 1

‘g?? ber Qg& nt1 ‘g& nt2 f nt3
1 73 80 75 76 01243
. 2 89 88 93 93 00595
N h b 1 3 89 91 90 90 01000
Otet at Y S€ eCtlng 4 94 93 100 98 12056
k’ D SPSS 5 7 70 75 73 00120
COO S ]-Stance; 6 65 61 70 66 00396
. 7 69 74 77 75 02715
will create a new I S
. o 9 81 79 90 88 01488
variable for it in your T T 2 ous
11 69 70 73 71 01178
datasez' 12 70 65 74 7 00016
13 03 95 91 92 02682
14 79 80 73 76 00215
15 70 73 78 74 04349
16 90 89 96 96 05356
17 73 75 68 70 00489
18 80 80 80 79 00966
19 86 92 86 89 100080
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Residuals Statistics®
. Minimum  Maximum Mean Std. Deviation M
LOOk at the maXImum Fredicted Yalue 57.99 10018 a0.28 10.076 an
) " Std. Predicted Yalue -2.213 1.974 .000 1.000 an
COOk S D]-Stance Standard Error of 373 755 AET 14 a0
Predicted Value
Adjusted Predicted Yalue 57.98 100.63 20.28 10100 an
. . Residual -2.238 5.354 .00o 1.498 an
o If | h
I lt ]'S eSS t an ]'I Std. Residual -1.414 3.383 .00o 47 an
- 1 1 Stud. Residual -1.512 3.654 .0oz2 1.013 an
there 1s no univariate | 2w fese
Deleted Residual -2.634 6.247 .0os 1.716 an
0 utl |e r Stud. Deleted Residual -1.553 51349 054 1.221 an
Mahal. Distance 648 5.640 2.800 1.6526 an
Cook's Distance .aoo BAT 036 02 a0
Centered Leverage Yalue 022 184 00 0563 30
a. DependentVariable: FinalExam
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Multivariate outliers are identified =

. . . [”] Standardized [”] standardized
using Mahalonobis Distances £ e
[] S.E. of mean predictions [] Deleted
[] studentized deleted
Distances Influence Statistics

[+ Mahalanobis ["] DfBeta(s)

L [] standardized DfBeta(s)
[] Leverage values [] DfFit

Follow the same steps as univariate
outliers... except this time, select the phe—

Confidence Interval: %

Mahalanobis

As mentioned before, selecting this -
option creates a new variable in the i —

[ Include the covariance matrix

dataset [Qominue][ Cancel ][ Help ]
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Residuals Statistics®

LOOk at the manmum Minimum  Maximum Mean Std. Deviation N
. . Fredicted Yalue a7.849 10018 g0.28 10.076 a0
MahalanObls DlStance Std. Predicted Value -2.213 1.874 .0oo 1.000 a0
Standard Error of 73 755 Rl 14 30

. Fredicted Yalue
The maX]mum Va]-ue Adjusted Predicted Walue 57.58 100.63 a0.28 10100 a0
ShOUld be lesser than the Residual -2.238 5.354 000 1.498 30
- . Std. Residual -1.414 3.383 .0oo G477 a0
Crltlca]’ Chl-Square Va]'ue Stud. Residual -1.812 3654 0oz 1.013 a0
(from the Chi-square Deleted Residual -2.634 6.247 008 1.716 30
1 Stud. Deleted Residual -1.6563 5134 054 1.221 a0
tab e) Mahal. Distance Gda 5640 2.800 1.626 a0
Cook's Distance oo SLET 036 g0z 30
Centered Leverage Value 022 184 00 0&3 30
a. Dependent Variable: FinalExam
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Our degrees of freedom (di) is 3 (dfis a number of IVs), and the alpha is
set at .001, giving us a critical value of 16.266
Since the observed maximum mahalanobis distance is 5.64, which is
smaller than 16.266, there 1s no multivariate outlier

p
DF 0,995 0.975 0.2 0.1 0.05 0.025 0.02 0.01 0.005 0.002 0.001 |
1 .0004| .00016 1.642 2.706 3.841 5.024 5.412 6.635 7.879 9.55( 10.828
2 0.01| 0.0506 3.219 4.605 5.991 7.378 7.824 9.21| 10.597| 12.429( 13.81¢
3| 0.0717 0.216 4.642 6.251 7.815 9.348 9.837| 11.345| 12.838| 14.796] 16.266
4 0.207 0.484 5.989 7.779 9.488| 11.143| 11.668| 13.277 14.86| 16.924( 18.467
5 0.412 0.831 7.289 9.236 11.07| 12.833| 13.388| 15.086 16.75| 18,907 20.515
6 0.676 1.237 8.558| 10.645| 12.592| 14.449| 15.033| 16.812( 18.548| 20.791| 22.458

You can easily find this table on the Internet!
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1. Re-check your data entry. Check if they are measurement
errors (e.g., out-of-range values). Before re-running all tests of
assumptions:

Correct the errors

Leave the errors as missing

Remove the observation with the errors

Replace the errors/wrong values with e.g., mean, the
largest valid value, or multiple implication

2. For genuine outliers, consider keeping or removing
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If you want to keep outliers (okay for simple
regression):
Transform the DV, or

Run the linear regression with and without the
outlier. If there are no appreciable differences in the
results, then keep the outlier and report

Consider removing genuine extreme values.
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To test the assumption of Dependent List Statistics.
- ﬁ Serialnumber ﬁ FinalExam -
normality, we can use the % hesiament &
Shapiro-Wilk test & Assignment? n Options...
g& Assignment3 Factor List: B
Bootstrap...
.. -
« Goto Analyze -> Descriptive
Statistics -> Explore g e

Display
® Both O Statistics O Plots

]84 Paste || Reset | | Cancel Help
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@,; Explore: Plots

() C]_]_Ck On PlOtS Boxplots I_:Iescripti'u'e
(@ Factor levels together [ Stem-and-leaf
i) Dependents together [] Histogram
« Select Normality plots T
sz‘h l"eSl‘S [ iMormality plots with tests |

Spread vs Level with Levene Test

@

 Continue and OK!

[Quntinue][ Cancel ][ Help ]
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Tests of Normality

Kolmogorov-Smirnov? Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Aszsignment] 087 30 200 Aara 30 G749
Assignment2 088 30 200 881 30 840
Aszsignment3 124 30 200 459 30 283
FinalExam 127 30 200 74 30 648

* This is a lower hound of the frue significance.

a. Lilliefors Significance Correction

« We focus on the Sig. value of the Shapiro-Wilk test of the DV. To assume the
normality, we are looking for a non-significant Shapiro-Wilk statistic (p > .05)

« Hence, in this example, we conclude that the assumption of normality was met
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Go to Analyze -> Regression -> Linear

@:ﬁ Linear Regression: Plots
-> Plots
DEPEMDMNT Scatter 1 of 1
. ) - *ZPRED o
« Move ZRESID 1nto Y “ZRESID =
*DRESID Y:
[ ) - *ADJPRED m |*ERESID |
« Move ZPRED 1nto X *SRESID ”
SORESD m [zPreED |
{ i )
Select ‘Normal probability plot Standardized Residual Plots  broduce il parta ot
["] Histogram
° Continue and OKI [+ Mormal probability plot

[Qunﬂnue][ cancel ][ Help ]
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Charts

For the upper chart, if the data points are aligned
with the diagonal straight line, the residuals are
normally distributed.

For the bottom chart, we are looking for equal
spreading of data points across the X axis

Taken together, if both charts look like the ones
we have on the right, we conclude that the '
assumptions for normality and homoscedasticity
of residuals are not violated.
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The assumption of linearity can be checked by
conducting a Pearson’s correlation analysis or
graph a scatterplot.

*Check out how to run correlation analysis in the
Correlation slides (JCUS Learning Centre website ->
Statistics and Mathematics Support)
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'n?,'# Linear Regression: Statistics

Analyz.e j> RegreSSion > Linear Regression Coefficien.. 7 [ Model fit
-> Stat].SthS /| Estimates [7] R squared change

| Confidence intervals | [ ] Descriptives

[] Part and partial correlations

« Select Estimates and Model
fit

» Select Collinearity ~ Durbin-Watson
dzagnostics "] Casewise diagnostics

« Continue, and OK! i

| Covariance matrix [l iCollinearity diagnostics

Residuals

*SMR is also conducted using these steps | Continue || Cancel || Heip |
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Coefficients®

Standardized

Unstandardized Coefficients Coeflicients Caollinearity Statistics
Madel B Stil. Error Beta t Sig. Taolerance WIF
1 (Constant) -2.624 2451 -1.071 .294
Assignment1 .0os 085 004 049 861 A01 9.938
Assignment2 .380 071 395 5.310 .0oo A51 .638
Assignment3 652 056 G47 11.590 .0oo \ 267 3.?49

a. DependentYariable: FinalExam

To determine if there is multicollinearity among IVs, look at the Tolerance and VIF.
Tolerance should be > .1, and VIF should be below 10.

In this example, the assumption for multicollinearity has not been violated.
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Coefficients”
Standardized
Unstandardized Coefficients Coefficients Collinearity Statistics
% Madel B Std. Errar Beta 1 Sig. Tolerance WIF
LOOk at hOW to 1 (Constant) -2.624 2451 -1.071 294
conduct SMR in Assignment! 005 095 004 049 961 401 9.938
S“de 22 Assignment2 380 071 385 5310 .0oo 151 6.638
Assignment3 652 056 G647 11.590 .0oo 26T 3744
a. DependentWariable: FinalExam
a2 ) é )

Assignment 1 has a pvalue of .961, while
Assignments 2 and 3 both have pvalues of <
.001. We then conclude that only
Assignments 2 and 3 are significant
predictors of final exam scores

- _/

\

Coefficients tell us which is a ‘better’

highest value, thus it can be taken as

predictor. Assignment 3 has the

the ‘best’ predictor.

_/
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An example write-up can be found on page 198 in

Allen, P., Bennett, K., & Heritage, B. (2019). SPSS
Statistics: A Practical Guide (4th ed.). Cengage
Learning.
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In HMR, 1Vs are added into

the model cumulatively! It is

commonly used to account
for control variables.

Building on example 1, the researcher thinks
that other than the 3 assignments that could
predict exam scores, sleep could also affect how
well a student performs.

To find out the sole effect of assignments on
exam scores, he controlled for this new variable
‘sleeping hours'.

The researcher asks the 30 participants from
Example 1 to also provide an average of how
many hours of sleep they get in a night.
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#3 Linear Regression X
Before we begin, note that assumption testing g e S e |
has to be conducted! (look at Example 1) & Hourssiept ok 11
f Assignmentd Save. .
& Assignment2 Mext [ﬁ
« To conduct a HMR: Go to Analyze -> gﬁssignmenﬂ Independent(s). aptens..
. . Cook's Distance [C.. Style...
Regression -> Linear # Wanaianotis Distan.. & Houssieo —
& Cook's Distance [C.. _
« Move FinalExam'into Dependent, and Wethod
‘HoursSlept’ into Independent(s) (*controlled st v
. . . Eelecton Variaole:
variables are added in the first block!) | |
Case Labels:
! Yl
« Then click Next to create another block (see L |
picture) to input our 3 assignments e |

| ok || paste || Reset || cancel|| Help |
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iﬁ Linear Regression

Dependent:
& Serialnumber - |g§ FinalExam

We should now see that it is at & Hourssien

& Assignment1

b].OCk 2 Of 2 & Assignment2 Ve...

Statistics...

HI X

: Options...
& Assignment3 Independeant(s):
& Cooks Distance [C... & Assignment] Style..
§ Wahalanobis Distan... & Assignment2 ———
Cook's Distance [C... f Assignment3

« Move the main predictors
(ASSlgnmentS ]. = 3) lntO |Sgledion\fariable:
Independent(S) |§ase Labels:

WLS Weight:
|

| ok ][ paste || Reset |[ cancel || Help |
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i]ﬁ Linear Regression: Statistics >

1 ot R ion Coefficien...
e Click on Statistics egression Coeflicien... 1 [yf] Model fit

[ (Estimates [l R squared change
["| Confidence intervals | [7] Descriptives
¢ SeleCt ESZ‘fI):laZ‘e.S', MOdE’]ﬁl‘; [] Part and partial correlations
and R squared change [7] Covariance matrix | [_] Collinearity diagnostics
Residuals
« Continue, and OK! [FY Durtin-Watson

[] casewise diagnostics
@

[gonﬁnue][ Cancel ][ Help ]
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Variables Entered/Removed®

“ariables Yariahles
Madel Entered Remaoved Method
1 Hu:uursSIeptb . Enter
2 Assignment3, . Enter

Assignment2

Assignmenﬂlb

a. Dependent Variable: FinalExam

h. All requested variables entered.

This table shows us the order in which we entered the variables.

In block 1 (Model 1), we input HoursSlept
In block 2 (Model 2), we entered Assignments 1 — 3.
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Model Summary

Change Statistics

Adjusted R Std. Error of R Square Sig. F
Model R R Square Square the Estimate Change F Change df1 df2 Change
1 4058 65 135 9476 165 5516 1 28 026 ]
N
[2 985" Aave Aa75 1.613 814 313.880 3 25 .nun/]

a. Predittars: (Constant), HoursSlept

b. Predictors: TSonstant), HoursSlept, Assignment3, Assignment2, Assignment!

~

In model 1, a number of
sleeping hours contributed to
17% of variability in exam
scores, F(1, 28) =5.52, p=.026
\_ J \_

In model 2, the addition of our 3

predictors resulted in an R squared
change of .81, AF(3, 25) = 313.88, p<
.001. Model 2 accounted for 98% of

variability in exam scores

_/
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Coefficients”
Standardized
Unstandardized Coefficients Coefficients
Maodel B Std. Error Beta t Sig.
1 {Constant) 62.704 7.682 8.162 .000
HoursSlept 2.761 1.176 A06 2.349 026
2 (Constant) -2.558 2,524 -1.013 |
HoursSlept -044 233 - 006 - 188 BA3
( Assignment] oo .09g9 oo .oog 994 )
Assignment2 385 0749 400 48495 000
\ Assignment3 653 .0&7 648 11.350 000
a. DependentVariable: FinalExam

Looking at the individual variables, Assignments 2 and 3 are significant
predictors of exam scores

Also, notice the change from model 1 to 2. After the addition of the main predictors, the p
value of sleeping hours had changed from .026 to .853
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An example write-up can be found on page 204 in

Allen, P., Bennett, K., & Heritage, B. (2019). SPSS
Statistics: A Practical Guide (4th ed.). Cengage
Learning.
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Any Questions?

learningcentre-singapore@jcu.edu.au
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